
Int J Adv Manuf Technol (2001) 18:863–872
 2001 Springer-Verlag London Limited

Predicting Machining Errors in Turning Using Hybrid Learning
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Department of Manufacturing Engineering and Engineering Management, City University of Hong Kong, Kowloon, Hong Kong

A recent model-based approach for predicting the compen-
sation required on the next part to be turned on a CNC
machine solely on the basis of three independent measurements
conducted at selected locations on a limited set of previously
machined parts under a similar cutting set-up is reviewed. A
new method of achieving the same objective through the use
of the learning capability of an adaptive neuro-fuzzy network is
developed and tested against experimental data for cylindrical
turning. This method requires only one on-machine measure-
ment per sample. It is conducted by a novel contact sensor
that probes with the tool and facilitates automation by provid-
ing proximity information as the tool approaches the workpiece.
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1. Introduction

Since CNC machines are expensive, it is important to exploit
fully their accuracy capability. However, in industrial practice,
the actual machined part dimensions rarely equal the desired
(NC programmed) values. For instance, when we tested a CNC
turning centre of a well-known brand, we found that the total
dimensional error, �tot, over the machined part diameter during
cylindrical turning operations could reach values as high as
80 �m, although the positioning error, �pos, of each of the
machine’s axes was of the order of only �4 �m when the
machine was in the unloaded and cool state. This means that
we are not usually able to exploit fully the accuracy potential
of a given machine. The cost of not dealing with this problem
can be high because of “unnecessary statistical quality control
activities, high scrap rate, cost of rework, late delivery, excess-
ive costs for the slightest tightening of product tolerances,
unreliable products in the field and high turnover of people
because of discomfort [1].”
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Several strategies have been attempted in the past to deal
with the problem of machining inaccuracy. These fall into two
classes: error avoidance and error compensation. Error avoid-
ance attempts to minimise errors through better machine design,
construction, and environmental control via hardware. However,
there is a limit to how accurate a machine can be made within
an acceptable cost through improved design and fabrication.
Error compensation via software aims to anticipate the com-
bined effect of error sources on workpiece accuracy and then
modify the conventionally designed tool path. Owing to its
reliance on modification at the software level rather than on
error avoidance via hardware, error compensation via software
has the potential of providing an economical method of achiev-
ing accurate machining without accurate machinery.

Although a great deal of research effort has been dedicated
to it, error compensation via software is not yet common in
industry. A major reason for this is that traditional solutions
to the problem have required the collection of large amounts
of data using expensive equipment (such as a laser
interferometer) on each machine on the shop floor. Sometimes,
temperature distribution data are collected from a large number
of thermocouples mounted at selected locations on the machine
(as many as 100 [1]). An additional impracticality is that the
data collected are unique to that machine and are not applicable
to other machines even if they are of the same make. Hence,
it becomes necessary to outfit each and every machine tool on
the shop floor with additional hardware and signal-processing
equipment. This can be very expensive and time-consuming.
Moreover, most CNC machines routinely encounter workpieces
of different materials, shapes, and dimensions. During machin-
ing, tools with a variety of tool angles and materials are
selected. Likewise, the cutting conditions (cutting speed, feed-
rate, depth of cut, etc.) can vary over wide ranges. Clearly, it
is useful to develop a system that can learn to compensate for
machining errors under such variable conditions without the
need for expensive additional equipment, i.e. the data needed
for enabling error compensation should be obtained essentially
from normal shop floor operations. A review of relevant litera-
ture indicates that, with the exception of [2,3], there have been
few attempts at developing such a system.

In [2,3], an attempt was made to develop an error compen-
sation method that relied solely on post-process and on-machine
measurements of parts previously machined on the same
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machine. It was argued that these measurements are routine
and normal shop floor activities and, hence, the new approach
meets the criterion of shop floor acceptability.

This method was based on the simple premise that any error
source is of importance only by virtue of the imprint it leaves
on the total error on the part. Hence, it should be possible to
recognise the underlying machining-error-related patterns of
behaviour of the specific machine tool and the associated
machining operations simply from information contained in
past part inspection data. Initially, attempts were made to
develop an artificial neural network (ANN) based approach
that could discern the patterns solely from data consisting of
post-process dimensions, Dpp, as determined by using a coordi-
nate measuring machine (CMM). However, this proved to be
cumbersome and impractical. Hence, an attempt was made to
“divide and conquer”. In particular, two further dimensional
measurements complementing Dpp were included: an on-
machine dimensional measurement, Domw, conducted immedi-
ately after completing the machining operation (i.e. while the
machine is still warm); and an on-machine measurement, Domc,
conducted after the machine had cooled down. It was shown
that these three measurements suffice to decompose the total
error, �tot, into the three major error components (geometric,
thermal, and force-induced deflection error components). A
simple analytical model was then developed for each of the
error components, and the magnitudes of the associated model
coefficients were estimated from data on the corresponding
error component as obtained from the total error decomposition
strategy. However, these magnitudes depended on the specific
class of machine set-up, machine thermal loading conditions,
cutting conditions, etc. It was proposed that this problem would
be solved by using a case-based reasoning (CBR) approach
that enabled the magnitude of each error component for the
“next” machining operation to be anticipated by retrieving and
adapting one or more similar machining operations experienced
previously by the machine. If the “next” operation is totally
new (i.e. if the machine has not experienced a similar operation
previously), the three measurements are repeated on the new
operation, and the resulting error component estimates are
stored away for future use. Thus, the machine would be able
to progressively learn to perform the task of error compensation
via software solely on the basis of dimensional measurements
conducted on previously machined parts. Extensive data demon-
strating the applicability of this approach to cylindrical turning
on a CNC turning centre was presented in [2,3].

Another interesting feature of the error compensation strategy
explored in [2,3] was the use of a novel on-machine measure-
ment device called the “fine touch” contact sensor that was
originally developed at Kiev Polytechnic, Ukraine. The fine
touch sensor consists of a coil wound around the tool that
produces an electrical signal when the tool contacts the work-
piece. Extensive tests have shown that the device is capable
of detecting tool–work contact with a repeatability error better
than 1 �m under varied shop floor conditions [4]. In [5], the
automatability of the Fine Touch technique was enhanced by
combining it with the Q-setter device that is commonly avail-
able on many CNC turning centres. Thus, “fine touch” enables
the cutting tool itself to be used as a contact probe during on-
machine measurement exercises. This method of on-machine

measurement has been found to be more convenient and less
expensive than the conventional on-machine measurement
method based on the use of a “touch trigger” probe.

Notwithstanding the demonstrated success of the error com-
pensation approach described in [2,3], four difficulties associa-
ted with the approach are worth noting:

1. It is difficult to automate the on-machine measurement cycle
based on the fine touch technique because this technique
requires the tool (the contact probe) to approach the work
surface at jogging speed. This slows down the on-machine
measurement process substantially.

2. The approach requires three independent measurements
(Domw, Domc, and Dpp – in that order) to be made with
respect to each part dimension on which data must be
collected. This can be tedious and time consuming.

3. The error compensation strategy uses a model-based
approach where a separate model must be developed for
each major error component in the context of each cutting
situation class. While this method has worked well in the
context of cylindrical turning of workpieces held in a chuck
at one end with the other end free [2,3], it may not be
possible to develop simple analytical models for other cut-
ting situations such as workpieces supported additionally by
a tail stock, end milling, etc.

4. Learning through case-based reasoning is, by nature, epi-
sodic and, therefore, intermittent. Further, learning takes
place on the basis of information contained only on similar
retrieved cases. Information embedded in other cases is
not used. These features could slow down the learning
rate substantially.

The present paper aims to develop a modified error compen-
sation strategy that addresses at least the first three of these
four problems.

The paper is organised as follows. First, a new contact
sensing technique, called “soft touch”, will be described. This
technique represents an improvement over the fine touch tech-
nique used in [2–4]. The new technique is more easily auto-
mated since it can detect tool–work proximity in addition
to tool–work contact. Next, the error decomposition strategy
developed in [2,3] will be reviewed briefly with a view to
reducing the number of dimensional measurements needed from
three to one. This will be followed by a description of a
neuro-fuzzy technique and its use in predicting the combined
thermal and force-induced deflection error. Next, experimental
data based on this simplified measurement strategy will be
presented and the effectiveness of the neuro-fuzzy system
demonstrated on the basis of these data. Finally, the shop floor
level applicability of the new system will be discussed critically
so as to identify areas requiring further work.

2. The “Soft Touch” Sensor and its
Application in Error Measurement

On-machine inspection provides a real-time insight into the
machining process. Traditionally, such inspection has been
performed using “touch trigger” (TT) contact probes. Notwith-
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standing their widespread use in industry today, there are two
major problems with these probes. First, they are expensive
and delicate. Secondly, the current cutting tool must be replaced
by the TT probe each time an on-machine cycle is initiated.

An interesting solution to both problems has been provided
recently by the “fine touch” (FT) probing strategy described
in Section 1. The FT technique enables the cutting tool itself
to be used for the detection of tool–work contact. When the
FT probe is used in combination with the Q-setter available
on many CNC turning centres, the tool–work contact position
coordinates can be read from the axis control system of the
machine itself [5]. This eliminates the need:

1. For an expensive and delicate device like a TT probe.
2. For exchanging the cutting tool with a separate probe.

Further, because the probe is the cutting tool itself, the in-
accessibility problem associated with other direct measurement
methods is eliminated [6,7] (in applications where tool wear
is significant and the tool offset changes, a periodic recali-
bration may be carried out on-machine [7]).

A problem with the FT technique is that it can detect tool–
work contact but not proximity. Hence, a large allowance must
be made while determining the axis position, where the tool
motion has to be changed from rapid to slow (jogging) motion
as the tool approaches the work surface for the purpose of
contact detection. This problem would not exist if we could
extract tool–work proximity information in real-time. We have
recently developed a new technique, called “soft touch” (ST)
to solve this problem.

Unlike the FT technique, our ST technique provides proximity
information as the tool approaches the workpiece, in addition
to the binary on/off signal indicating contact/no-contact. The
main component of the sensor is a coil of wire placed around
the tool holder that acts as the coil’s ferrite core (Fig. 1).
Together with a small capacitor, this coil forms an oscillator
whose natural frequency is a function of the variable coil
inductance (assuming other parameters are kept constant).
Background electromagnetic (EM) radiation and ground loops
through the machine provide the oscillator excitation. A load
resistor followed by an analogue amplification stage (an
Op-amp) completes the sensor electronics. We monitor the
frequency shift in the power spectrum of the amplified oscil-

Fig. 1. Fine/soft touch tool–work contact sensor as used in turning.

lator signal. Its gradual shift corresponds to the tool-approach-
ing phase in the micrometer range and is useful as a warning
of the impending tool contact with the workpiece. The latter
event causes a much more drastic frequency shift that is better
characterised as a jump.

The sensor behaves like an oscillator, transmitting the back-
ground EM noise from ambient sources (motors, transformers,
etc.) that was guided along the tool holder, provided that the
frequency of such EM excitation is around the natural
(resonant) frequency of our transmitter/oscillator. In other
words, of all the excitation frequencies, only those around the
oscillator’s natural (resonant) frequency will attain magnitudes
strong enough to be transmitted, most others are attenuated.

The oscillator’s natural frequency depends on the coil induct-
ance. The latter is affected by the magnetic coupling (state of
contact) between the tool and workpiece as the two components
of the coil’s core. We therefore monitor the state of the
tool-to-workpiece proximity/contact by monitoring the natural
frequency of the oscillator, which is achieved by observing
what noise frequencies are being transmitted.

Numerous tests against a laser interferometer showed that
the contact detection accuracy of the instrument itself is better
than 1 �m. However, because the absolute sensor position at
the time of contact is read on the machine’s tool position
coordinate display, the overall measurement accuracy is gov-
erned by the accuracy of the machine’s motion axes, often in
the micrometer range.

It is stressed that we monitor for the sudden frequency shift
(the derivative of the shift) in the power spectrum, and not the
actual value of that frequency. This allows sensor application to
be used over a variety of tool and workpiece material combi-
nations, not necessarily ferritic.

The frequency shift typically seen by the fine touch sensor
during the final 2 �m motion of the tool is shown at the upper
part of Fig. 2. The rising edge of the second, sharper hump
represents tool contact and is followed by its plunging into
the workpiece. The ripples observed probably represent the
sticking motion of the machine axis. The lower part of Fig. 2
shows the receiver-signal output (voltage) magnitude. It pro-
vides an alternative means of capturing the instant of the tool’s
contact with the workpiece. This voltage variation is believed
to be the consequence of the oscillator’s resonant frequency
shift towards or away from some dominant frequency in the

Fig. 2. Either the magnitude or frequency shift of the soft-touch sensor
signal may be monitored. (At the scale presented, lengths distorted
by motion velocity: proximity zone appears compressed.)
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background EM noise (such as a power-supply frequency-
multiple). As the resonant frequency shifts closer to or away
from this excitation frequency, a higher or lower magnitude,
respectively, is detected on the receiver. Although such sensor
use is simpler to implement since it does not require power
spectrum analysis, voltage drift poses a problem over long
periods, giving preference to signal processing in the frequency
domain. The error decomposition approach described in the
next section is not influenced by which of the two alternatives
is chosen.

3. Dimensional Error Decomposition

Suppose Ddes is the desired (NC programmed) part diameter
in a cylindrical turning operation. Then, the actual diametral
error, �tot, after the part has been machined can be assessed
as Dpp by performing a post-process inspection operation (e.g.
using a CMM). Then, clearly,

Dpp − Ddes = �tot (1)

On the other hand, �tot is the algebraic sum of quasi-static
errors arising from several sources and can be expressed for
the case of cylindrical turning as follows:

�tot = �g + �th + �f + �other (2)

where,

�g is the diametral error component arising from the
geometric errors associated with the axis motions

�th is the diametral error component arising from the
thermally induced (induced by temperature variations
and gradients within the machine structure) tool–
work displacements

�f is the diametral error arising from tool–work displace-
ment resulting from the overall deflection pattern of
the machine–fixture–workpiece–tool (MFWT) system
of the machine under the action of the quasi-static
cutting force

�other is the summation of other diametral error components
such as those arising from clamping forces, tool
wear, etc.

Irrespective of the probe used (touch trigger, fine touch, or
soft touch), let Dom be the dimension corresponding to Dpp as
determined by on-machine measurement. Mou and Liu [8]
have demonstrated (empirically) that

Dpp − Dom = �pos (3)

where �pos is the positioning error of the machine.
The rationale behind Eq. (3) can be explained as follows.

Suppose we start with a perfectly cylindrical workpiece whose
diameter, Dpp, we will measure on a CMM. We now mount
this perfectly cylindrical part on our turning centre and conduct
an on-machine measurement. The on-machine measurement
Dom will not be equal to Dpp because our machine tool, unlike
the CMM that may be assumed to be perfect for all practical
purposes, has significant positioning error �pos. In fact, the on-
machine measurement operation will detect this positioning
error. This explains Eq. (3).

Consider now the significance of the timing of on-machine
measurement. Suppose that we had conducted the measurement
immediately after the cutting operation, i.e. while the machine
was still in the same thermal state as at the time of cutting.
Suppose the magnitude of Dom thus obtained was equal to
Domw (the additional suffix “w” indicates that the machine was
in the “warm” state). Note that this measurement was obtained
with the same positioning error as that which had existed
during machining. Clearly, this positioning error in this state
would be equal to (�g � �th). Hence, following Eq. (3), we have

Dpp – Domw = �g + �th (4)

So that, combining Eqs (1), (2) and (4), it follows that

�f = �other = Domw − Ddes (5)

Consider now the significance of Domc, the dimension found
through on-machine measurement conducted after the machine
has completely cooled down, i.e. after the machine’s thermal
errors have disappeared (the machine is “cool”). Hence, the
measurement is being conducted with the positioning error
equal to (�g � �other) so that

Dpp − Domc = �g (6)

From Eqs (1), (2) and (4), it follows that

�th + �f + �other = Domc − Ddes (7)

Figure 3 illustrates the above relationships between machining
error components and inspection data in a graphical manner.
It is clear that the magnitudes of the individual error compo-
nents can be determined unambiguously from two on-machine
measurements (Domw and Domc, in that order) followed by one
post-process measurement (Dpp provided that the magnitude of
�other is negligible. Indeed, this was the procedure followed in
[2,3] with a view to achieving total error decomposition. In
that work, the magnitudes of the coefficients involved in the
analytical model for each error component were determined
from data collected with respect to the particular error compo-
nent. These coefficients were then used to predict the total
error on the “next” part to be machined. However, notwith-
standing the demonstrated success of the model-based approach,
it is important to recognise that it suffers from several problems
(four specific problems have been highlighted in Section 1).
In the next section, we will discuss an alternative neural net-
based strategy that can resolve these problems.

Fig. 3. The relationships between error components and inspected
part dimensions.
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4. Synergy Between Modelling and
Learning Through the Use of an Artificial
Neural Net for the Purpose of Machining
Error Prediction

A recent review [9] has indicated that the present state of
machining process modelling cannot provide reliable solutions
to most machining problems. A need was suggested [9] for
augmenting process modelling with sensing and learning
(through ANN, etc.). In such synergy, modelling would capture
a deep understanding of the portions of the process for which
the cause–effect relationships have been described analytically.
In contrast, a neural network would act as a black box capable
of capturing the patterns implicit in other input–output combi-
nations presented to it. This paper follows such an outline in
solving the present problem of machining accuracy by applying
an ANN-based approach only to that part of the problem that
is too complex to be modelled reliably.

According to Eq. (2), the actual dimension error �tot consists
of four components: �other, �g, �th, and �f. Factors affecting the
magnitudes of these error components are complex. Many are
not amenable to reliable modelling. Hence, we may use a
suitable ANN to take into account the influence of such factors
on machining accuracy. However, at least two factors seem to
be amenable to predictive modelling: geometric error and
cutting forces.

Several successful approaches to the modelling of geometric
error (�g) distribution across the workspace of most typical
machine tools have already been established (the associated
references are too numerous to be cited here) [10]. Further,
the magnitude of �g usually remains quite stable over time –
it changes mainly because of slow machine wear or the
occasional abuse of the machine. Hence, it is adequate if the
distribution of �g is measured periodically (e.g. semi-annually).
It is unwarranted to use a neural net to identify the patterns
underlying this distribution.

A review of machining literature reveals several reliable
models for predicting the magnitudes of the three cutting force
components (which, in the context of cylindrical turning, are
Ft tangential to the workpiece, Ft: directed along the workpiece
radius, and Fa: directed along the workpiece axis) arising in
several practical machining operations (including the turning
operation) [11,12]. For instance, Liu [3] has recently demon-
strated good correlation between the force magnitudes predicted
through the application of a single-edge oblique cutting model
developed recently by Venuvinod and Jin [13] to a set of
cylindrical turning operations performed on mild steel and
aluminium alloy workpieces. Figure 4 shows how well the
predicted radial force, Fr, had correlated with the corresponding
actual force component measured by a three-component piezo-
electric cutting force dynamometer. Note that the slope of the
regression line (0.959) is close to 1, the intercept of the
regression line (smaller than 4N) is close to 0 and the coef-
ficient of correlation (r = 0.971) is quite close to 1. Similarly,
encouraging results were obtained with respect to Ft and Fa:
the regression line slopes were 0.981 and 0.972, respectively,
the intercepts were 0.9N and 2.3N, respectively, and the corre-
lation coefficients were 0.995 and 0.989, respectively.

Fig. 4. Effectiveness of the cutting force model[13] in predicting the
radial force, Fr, in turning.

It should be noted that the cutting force magnitudes affect
�f. Likewise, they influence the cutting temperature and internal
thermal effects (thus influencing �th) and tool wear (a factor
directly affecting �other). Hence, it is useful to examine whether
the machining error excluding �g (i.e. only �th, �f and �other)
could be predicted effectively by a neural net whose inputs
include the three force components (Ft, Fa, and Fr). In fact,
this is the objective of the work reported here.

Now consider the desirability of using a separate neural net
for learning the behaviour patterns of �th, �f, and �other individu-
ally and then aggregating the results; as opposed to using a
single neural net to learn the aggregated behaviour pattern. We
believe that the latter (aggregated) approach is preferable
because there is much in common in the input parameters
affecting �other, �th, and �f. For instance, the very same para-
meters (tool/work properties, tool geometry parameters and
cutting conditions significantly affect tool wear (a major con-
tributor to �other). Moreover, it follows from Eq. (7) that the
desired aggregate estimate of errors �th, �f, and �other (that are
difficult to estimate through modelling) can be achieved simply
through Domc. Therefore, only one on-machine measurement is
required, after the machine has cooled down. This eliminates
the making of three independent measurements that the model-
based approach [2,3] had entailed. In the rest of the paper, we
shall represent the algebraic summation of �th, �f, and �other by
the label “�agg”.

It is fortunate that Eq. (7) contains Domc rather than Domw

since the use of Domw would have required the on-machine
measurement to be conducted immediately after completing the
cutting operation. The greater the time lag between cutting and
measurement, the greater the error in implementing Eq. (7). In
contrast, no such problem exists with the use of Domc.

Finally, it is useful to note that the force-induced deflection
error, �f, of the MFWT system can be written as

�f = �f,w + �f,mft (8)

where �f,w is the contribution to �f due to workpiece deflection
on its own under the action of the cutting force and �f,mft, is
that due to the deflection pattern of the machine–fixture–
tool assembly.

Liu [3] has investigated the individual distributions of �f,w

and �f,mft, along the workpiece length for the specific case of
CNC turning of workpieces held in a chuck at one end with
the other end left free. He noted that the distribution of �f,mft

is essentially linear, which could be explained by assuming
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that it is caused by a rotation of the workpiece around a
“centre of rotation” located somewhere behind the chuck.
However, the distribution of �f,w will, in general, be nonlinear.
In particular, the distribution can be expressed in a cubic form
in situations when the workpiece could be idealised as a
cantilever of uniform section. However, the analysis will be
more complex when the work section is non-uniform (as in
the case of a profiled workpiece with or without internal holes).
Liu [3] has developed a finite difference program that is
capable of predicting �f,w with an error smaller than 2%, simply
from the knowledge contained in the CAD file of the workpiece
and the magnitude of the modulus of elasticity of the work
material, even in cases when the workpiece cross-section is
highly non-uniform. This suggests that it is not necessary to
burden whatever ANN-based learning strategy we intend to
use with the task of predicting �f,w. Therefore, in general, it
suffices to “learn” the pattern of (�th � �f � �other � �f,w =
Domc � Ddes � �f,w).

This is not the first time that the use of neural nets for the
study of machining errors has been attempted. Examples of the
application of back-propagation nets and wavelet nets for solving
the problem of machining accuracy include [14] and [15]. However,
our approach differs in the proposal to use Domc and fine touch/soft
touch as the keys. Further, as will be clear from the next section,
our approach also differs in the type of neural net used.

5. Adaptive Neuro-Fuzzy Inference
System (ANFIS)

Neural networks are said to be low-level computational struc-
tures that can offer good performance in dealing with sensory
data. In comparison, fuzzy logic can provide higher-level
reasoning; however, it has limited learning capability. It would
be difficult for a human operator to tune fuzzy rules and
membership functions from the training data set. Hence, a
promising approach is to fuse fuzzy systems and neural net-
works into a single system that would combine the benefits of
the two [16,17]. The resulting neuro-fuzzy system – a hybrid –
has fuzzy system architecture, but uses a neural learning tech-
nique so that it can be trained automatically. The work reported
in the present paper uses an example of such a system: the
adaptive neuro-fuzzy inference system (ANFIS) [17]. For a
given input/output data set, ANFIS can construct a fuzzy
inference system whose membership functions are tuned using
either a back-propagation algorithm alone, or in combination
with the well-known least-squares method.

ANFIS consists of five layers (see Fig. 5). Every node i in
Layer 1 is assigned an adaptive fuzzy function in the form of
a generalised bell curve:

�A(x) =
1

1 + |x−ci

ai |
2bi

(9)

where x is the node input, A is a label associated with this
node and {ai, bi, ci} is a parameter set. By adjusting these
parameters, the bell-shaped curve; and therefore the correspond-
ing membership function, can be made to take different forms.

Fig. 5. ANFIS with five layers.

The output of each node in the first layer is a membership grade
specifying the degree to which a given input x satisfies the
qualifier (or rule) A. Every node in layer 2 (labelled �) is fixed,
with its output being a product of all the incoming signals. These
node outputs represent the firing strengths of the corresponding
rules. Nodes in layer 3 are also fixed (labelled N). Each one
calculates the ratio of the corresponding rule’s firing strength to
the sum of strength of all rules. Every node i in layer 4 is an
adaptive node with the following node function:

w̄ifi = w̄i(pi,1x1 + pi,2x2 + % + pi,nxn + ri) (10)

where w̄i is the normalised firing strength from layer 3 and
{pij, ri} is the parameter set of this node. The signal node in
layer 5 is a fixed node (labelled �), which computes the
overall output as the sum of the incoming signals:

f = �
i

wifi =
�

i
wifi

�
i
wi

(11)

Parameter sets {ai, bi, ci} and {pij, ri} are referred to as the
premise and the consequent parameter sets, respectively. These
are determined through hybrid learning. Since pij and ri are coupled
linearly, these can be identified by the linear least-squares method.
Parameters ai, bi, and ci are identified by the steepest descent
method. We have chosen this hybrid-learning algorithm because
it is known to be able to identify its parameters quickly [17].

6. Experimental Data Used for Training
and Testing the Neuro-Fuzzy System

The experimental data used while implementing the neural
network approach was essentially a subset of the data reported
in [2,3]. The machine used was a 2-axis horizontal CNC
turning centre with a six-tool turret. Before performing the
machining tests, the geometric error (�g) distribution across the
used workspace of the machine was assessed using a laser
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Fig. 6. Distribution of �g as determined by a laser interferometer.

interferometer. Figure 6 shows the results. These distributions
showed little variation when the tests were repeated several
months later. Note that �g is sensitive mainly to the radial
direction (along the X-axis of the machine whereas it remains
essentially constant along the axial direction (Z-axis). These
observations confirmed the validity of the suggestion made in
the previous section that it is unwarranted to load the neural
net with the task of figuring out the patterns of �g.

The experimental data consisted of those obtained from
single-point cylindrical turning operations performed on mild
steel and aluminium alloy workpieces using DNMG 1506-04-
QM and 1506-08-QM tools mounted on a piezo-electric three-
component dynamometer with the fine touch sensor in place
as shown in Fig. 1. The sensed information extracted for each
cylindrical turning operation consisted of the three measured
cutting force components (Ft, Fr, and Fa) along with the
diameter, D, of the workpiece. After each turning operation,
on-machine inspection using a fine touch sensor was performed
at selected locations along the workpiece axis after the machine
had been allowed to cool down so that the distribution of the
�agg (= �th � �f � �other, see Eq. (7)) could be determined.

In order to reduce the number of tests that the evaluation
of effects of one factor at a time would have implied, Taguchi’s
orthogonal arrays were applied to select the cutting conditions
for the training and testing data sets. The following settings
for cutting conditions were used: cutting speed, V, two levels
(2.5 and 4.0 m s�1); feedrate, f, three levels (0.1, 0.15, and
2.0 mm rev�1); depth of cut, d, two levels (0.5 and 1.0 mm);
work diameter, D, (30, 40, and 50 mm); tool nose radius, two
levels (0.4 and 0.8 mm); and coolant states, two levels (with
and without coolant). This procedure resulted in 9 sets of
training data obtained while machining mild steel and 11 sets
obtained while machining aluminium alloy. Likewise, the data
used to test the effectiveness of the ANFIS consisted of 6
additional sets of data (see Table 1 for details of cutting

Table 1. Cutting conditions associated with the test cases.

V f d D Nose Coolant Work
(m s−1) ( mm rev−1) (mm) (mm) radius material

(mm)

2.50 0.10 1.00 45 0.4 Yes Steel
4.00 0.20 1.00 35 0.8 No Steel
4.00 0.15 1.00 45 0.8 Yes Steel
4.00 0.15 0.50 35 0.4 No A1
2.50 0.15 1.00 45 0.4 Yes A1
4.00 0.10 0.50 35 0.8 No A1

conditions). Note that these data include two levels each of V,
f, d, D, tool nose radius, coolant state, and work material.

7. Performance of the Neuro-Fuzzy
Strategy in Predicting �agg Distributions

Data points labelled (*) in Fig. 7 show the �agg values deter-
mined through on-machine measurements, Domc, conducted at
10 positions, 10 mm apart, for each of the 6 test cases given
in Table 1. Note that the distribution of �agg along the work-
piece length is nonlinear (it was explained in Section 4 that
this arises essentially owing to workpiece deflection on its
own). Similar nonlinear distributions were observed in the 20
training sets of data.

Notwithstanding the nonlinear �agg-distributions described
above, we linearised each of the deviation curves so that each
�agg distribution could be expressed as

�agg = aL + b (12)

where L is the axial distance of the point of interest from the
face of the chuck, and a and b are appropriate constants.

The main motivation behind this arbitrary simplification was
the desire to present a simple input array to the neural net so
as to accelerate the learning process. Further, the experimental
data used in testing the ANFIS have been derived mainly from
turning experiments conducted on relatively short workpieces.
This meant that the errors associated with the linearity assump-
tion are likely to be small. In fact, we will show below that,
despite the linearity assumption, ANFIS is able to predict quite
successfully in the specific context of the data used. Finally,

Fig. 7. *, Actual and �, predicted variations of �agg along workpiece
length.
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Fig. 8. Mapping between input and output achieved by the ANFIS.

as explained in Section 4, the linearity assumption can still be
applied quite reliably, even in the case of long workpieces,
provided that (i) we estimate �f,w on the basis of the information
contained in the CAD-file of the workpiece, and (ii) subtract
the resulting estimate of �agg from �f,w before training ANFIS
to learn the latter.

Next, with a view to reducing the number of inputs to
ANFIS, we combined the tangential force component, Ft, and
the part diameter D into a single variable so as to yield the
spindle torque, T: T = Ft(D/2). Thus, the array {T, Fr, Fa}
was used as the input to the ANFIS. The outputs from the
ANFIS were parameters a and b required in Eq. 11. Figure 8
shows how ANFIS mapped the relationship between its three
inputs and two outputs.

ANFIS-2 for parameter b, for example, had 78 nodes, 27
fuzzy rules and 108 linear and 27 nonlinear parameters (135
in total), applied on 83 training data pairs. Three bell-type
membership functions were used while aiming for the training
error of 0.01 (goal), with the initial step size of 0.5 (step size
decrease of 0.9, and increase rate of 1.2). The training phase
completed at epoch 1000, with the minimal training RMSE
(root mean square error) of 0.108657 (see Fig. 9).

Fig. 9. Decreasing training error of ANFIS with increasing epoch number. Error curves, (a) parameter a, (b) parameter b.

With the x-axis expressed as a percentage of a selected
nominal case, Fig. 10 shows the effects of parameter learning
on the membership functions (MF) of the input features. Their
mean values and variances were adjusted during training to
minimise the network error.

For parameters a and b, Fig. 11 shows the correlation
between the values predicted by ANFIS and the corresponding
actual values recorded for test sets 1 to 6. For the training
data, the actual values of these parameters were obtained
through linear regression. The finally predicted �agg distri-
butions for the 6 test cases in Table 1 are shown by data
points labelled (�) in Fig. 7. Some statistics related to the
error prediction are given in Table 2. Note that the degree of
error is quite small (of the order of the positioning repeatability
of �4 �m of the machine’s axes), thus indicating that the
ANFIS strategy had succeeded to a fair degree.

8. Discussion and Conclusions

The results presented indicate that the neuro-fuzzy strategy
attempted in the present work has succeeded fairly well in
predicting the aggregate error (�agg), i.e. we have been able to
predict the algebraic sum of the thermal error (�th), force-
induced MFWT deflection error (�f), and the further error
(�other) arising from other sources such as tool wear in cylindri-
cal turning operations. This aggregate error may be algebraic-
ally added to the geometric error (�g) so as to determine the
total dimensional error (�tot). This total error can then be used
to compensate for machining errors following the parametric
CNC programming approach described in [2,3].

The main advantage of the new adaptive neuro-fuzzy system
(over the model-based approach [2,3]) is that it requires only
one on-machine measurement (rather than three) on previously
machined parts. This measurement can now be automated
because the purposely developed “soft touch” contact sensor
with the tool itself as the probe provides the proximity infor-
mation as the tool tip approaches the work surface.

The new neuro-fuzzy approach has avoided the need for
modelling the tool–work displacement arising from the com-
pliance of the MFWT system. This is an advantage since a
CNC machine usually encounters a variety of work-holding
set-ups during its shop-floor experience, some of which are
not amenable to simple modelling. However, the new neuro-
fuzzy approach still requires the model-based prediction of the
cutting forces. This synergy of modelling and learning is
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Fig. 10. Learning the membership functions (MF). (a) Initial MF for Fr, Fa, and T. (b) Final MF for Fr. (c) Final MF for Fa. (d) Final MF for T.

Fig. 11. Measured and predicted values of ANFIS output.

Table 2. Overall performance of the ANFIS implementation in pre-
dicting �agg.

Test Max. error (�m) Min. error (�m) Mean error (�m)

1 3.0041 0.2215 1.4924
2 6.1654 0.2198 3.4490
3 8.7150 0.7995 3.1251
4 5.2113 0.6443 2.7839
5 2.1174 0.2666 1.2180
6 3.4730 0.2185 1.4887

designed to benefit from the well-developed state of the art in
the cutting force prediction in turning operations, thus simplify-
ing the task of learning. However, further work is required
before the new ANN approach could be translated to other
cutting operations such as end milling.

The model-based error compensation approach developed in
[2,3] had sought to use case-based reasoning (CBR) to effect
learning over the variety of cutting operations usually experi-
enced by the machine. However, learning through CBR is
essentially fragmented, and intermittent. Further, CBR does not
exploit useful information that might be obtained from past

experience that was dissimilar to the new cutting situation (for
which the total error must be predicted). A similar problem
exists with the off-line training required by the hybrid ANN
system used in the present paper. However, it seems that this
is not a fundamental limitation of ANN, but only of its current
state of development. This optimism arises from the fact
that recent literature on ANN describes several new ANN
architectures that enable continuous learning. As these develop-
ments mature, the learning system described in the present
paper may be progressively modified so that, eventually, we
could realise the vision of achieving a system that enables a
CNC machine to predict machining errors autonomously solely
on the basis of normal shop-floor activities (machining and
inspection) being undertaken by it. It is believed that the work
reported in this paper represents a small but significant step
in this direction.
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